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1. INTRODUCTION 

Linear Fractional Programming deals with that class of mathematical programming problems in 

which the relations among the variables are linear; the constraint relations must be in linear form and 

the objective function to be optimized must be a ratio of two linear functions such as profit/cost, 

actual cost/ standard cost, output/employee, etc and it is applied to different disciplines such as 

production planning, financial and corporative planning, health care and hospital planning. A study of 

multi-objective linear programming problem (MOLPP) is introduced in [2] which suggest an 

approach to set up multi-objective function under the limitation so that the optimum value of 

individual problem was greater than zero. Sulaiman and Sadiq studied the Multi-objective function by 

using mean and median technique [4]. Also Sulaiman and Salih studied the multi-objective fractional 

programming problem by using mean and median technique [5]. Nahar Samsun et al. suggested a new 

geometric average technique to optimize the objective function where a single objective function is 

developed from multi-objective functions [1]. In 2016 Sulaiman et al suggested a new technique by 

using Harmonic mean of the values of objective functions for solving Multi-objective linear 

programming problem [3]. 

In order to extend this work, we have defined MOLFPP and suggest an algorithm to solve linear 

factional programming problem for multi-objective functions by using Harmonic Average and 

Advanced Harmonic Average techniques. The result is compared with different techniques such as 

Chandra Sen., Mean & Median, Arithmetic Average Geometric Average and New Geometric 

Average. The Advanced Harmonic Average technique gives better result than all those techniques. 

2. MATHEMATICAL FORM OF LFPP 

The mathematical form of LFP problem is given as follows: 

                                         Max. Z =   
 𝒄𝑇𝑿+𝛼 

 𝒅𝑇𝑿+𝛽 


                       Subject to: 

                                                      𝐴X  
≤
≥
=
  b                   

                                                        X ≥0    
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Where X, c and d are n × 1 vectors, b is an m × 1 vector, 𝑐𝑇 , 𝑑𝑇  denote transpose of vectors, A is an  

m × n matrix and , are scalars.  

3. MULTI-OBJECTIVE LINEAR FRACTIONAL PROGRAMMING PROBLEM 

Multi-Objective functions that are the ratio of two linear objective functions are said to be MOLFPP 

which can be defined as: 

 

Max.  𝑧1 =  
𝑐1

𝑇X+α1

d1
𝑇X+β1

Max.  𝑧2 =  
𝑐2

𝑇X+α2

d2
𝑇X+β2.

.

.

Max. 𝑧𝑟 =  
𝑐𝑟

𝑇X+αr

dr
𝑇X+βr

             Min. 𝑧𝑟+1 =      
𝑐𝑟+1

𝑇X+αr+1

dr+1
𝑇X+βr+1.

.

.

Min. 𝑧𝑠 =  
𝑐𝑠

𝑇X+αs

ds
𝑇X+βs

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                                                                  (3.1)     

 

Subject to: 

                          𝐴X = b                                                                                                                      (3.2) 

                               X ≥ 0                                                                                                                       (3.3) 

 

Where b is an m-dimensional vector of constants, X is an n-dimensional column vector of decision 

variables, r is number of objective functions to be maximized, s is the number of objective functions 

to be maximized and minimized and (s-r) is the number of objective functions that is minimized. 𝐴 is 

an m× n matrix of constants, all vectors are assumed to be column vectors unless transposed(T). 𝑐𝑖 , 𝑑𝑖  

(where 𝑖 = 1,2,…,s) are n-dimensional vectors of constants, 𝛼𝑖 , 𝛽𝑖(where 𝑖 = 1,2,…,s) are scalars. 

4. SOLVING MOLFPP BY USING THE FOLLOWING TECHNIQUES 

4.1 Harmonic Average Technique:-  

Step1: Solve each objective function by using simplex technique. 

Step2: Check the feasibility of the solution obtained in step1, if it is feasible then go to step3, 

otherwise use dual simplex technique to remove infeasibility. 

Step3: Assign a name to the optimum value of each objective function Max 𝑧𝑖  say 𝜑𝑖 , 𝑖 = 1,2,…r and 

Min 𝑧𝑖  say 𝜑𝑖 , 𝑖 = r+1, r+2,…,s . 

Step4: Calculate Harmonic Average 𝐻𝑎𝑣1 = 𝐻𝑎𝑣  𝜑𝑖   , 𝑖 =1,2,…r and 𝐻𝑎𝑣2 = 𝐻𝑎𝑣  𝜑𝑖  , 𝑖 = r+1, 

r+2,…,s. 

Step5: Optimize the combined objective function under the same constraints (3.2) & (3.3) as follows: 

Max. Z =   
𝑀𝑎𝑥  𝑧𝑖

𝐻𝑎𝑣1

𝑟
𝑖=1  -  

𝑀𝑖𝑛  𝑧𝑖

𝐻𝑎𝑣2

𝑠
𝑖=𝑟+1               (4.1.1) 

4.2. Advanced Harmonic Average (𝐴𝐻𝑎𝑣 )Technique:-  

Step1, Step2, Step3 are the same as given in algorithm (4.1). 

Step4: Select 𝑚1 = 𝑚𝑖𝑛 𝜑𝑖 , ∀ 𝑖 = 1, 2,…,r  and  𝑚2 = 𝑚𝑎𝑥 𝜑𝑖 , ∀ 𝑖= r+1,…,s then calculate 
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𝐴𝐻𝑎𝑣  = 
2 𝑚1  𝑚2 

 𝑚1 + 𝑚2 
 

Step5: Optimize the combined objective function under the same constraints (3.2) & (3.3) as: 

Max. Z =  
( 𝑀𝑎𝑥  𝑧𝑖− 𝑀𝑖𝑛  𝑧𝑖

𝑠
𝑖=𝑟+1 )𝑟

𝑖=1

𝐴𝐻𝑎𝑣
         (4.2.1) 

5. NUMERICAL EXAMPLE 

5.1. Example. 

Max. 𝑧1 =
3𝑥1−2𝑥2

𝑥1+𝑥2+1
 

Max. 𝑧2 =
9𝑥1+3𝑥2

𝑥1+𝑥2+1
 

Max. 𝑧3 =
3𝑥1−5𝑥2

2𝑥1+2𝑥2+2
 

Min. 𝑧4 =
−6𝑥1+2𝑥2  

2𝑥1+2𝑥2+2
 

Min. 𝑧5 =
−3𝑥1−𝑥2

𝑥1+𝑥2+1
 

Subject to: 

                   𝑥1 + 𝑥2 ≤ 2,      9𝑥1 + 𝑥2 ≤ 9,       𝑥1 , 𝑥2 ≥ 0 

Solution: After finding the value of each of individual objective functions, the results are given 

below: 

Table 1 

𝒊 𝝋𝒊 𝒙𝒊 𝑯𝒂𝒗𝟏 𝑯𝒂𝒗𝟐 𝑨𝑯𝒂𝒗 

1 3/2 (1,0) 27/20   

2 9/2 (1,0)   1 

3 3/4 (1,0)    

4 -3/2 (1,0)  3/2  

5 -3/2 (1,0)    

i) Harmonic Average Technique:- 

Max. Z =   
𝑀𝑎𝑥  𝑧𝑖

𝐻𝑎𝑣1

𝑟
𝑖=1  -  

𝑀𝑖𝑛  𝑧𝑖

𝐻𝑎𝑣2

𝑠
𝑖=𝑟+1  

 Max. 𝑍 =
126𝑥1−10𝑥2

9𝑥1+9𝑥2+9
 

Subject to: 

                   𝑥1 + 𝑥2 ≤ 2,      9𝑥1 + 𝑥2 ≤ 9,        𝑥1 , 𝑥2 ≥ 0 

Hence the optimal solution is:  

 Max. Z = 7,     𝑥1 = 1,  𝑥2 = 0. 

ii) Advanced Harmonic Average (𝐴𝐻𝑎𝑣 ) Technique:- 

Max. Z =  
( 𝑀𝑎𝑥  𝑧𝑖− 𝑀𝑖𝑛  𝑧𝑖

𝑠
𝑖=𝑟+1 )𝑟

𝑖=1

𝐴𝐻𝑎𝑣
      where  𝐴𝐻𝑎𝑣  = 

2 𝑚1  𝑚2 

 𝑚1 + 𝑚2 
 

Max. 𝑍 =
39𝑥1−3𝑥2

2𝑥1+2𝑥2+2
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Subject to: 

                   𝑥1 + 𝑥2 ≤ 2,      9𝑥1 + 𝑥2 ≤ 9,    𝑥1 , 𝑥2 ≥ 0 

Hence the optimal solution is:  

Max. Z = 9.75,     𝑥1 = 1,  𝑥2 = 0. 

6. COMPARISON OF THE NUMERICAL RESULTS 

Comparison of the numerical results which are obtained from the example 5.1 is shown in the 

following table2: 

Table 2 

Techniques Example 6.1 

Chandra Sen. Technique 5 

Mean Technique 5 

Median Technique 6.5 

Arithmetic Mean 5 

New Arithmetic Average 8.665 

Geometric Mean 5.931 

New Geometric Average 9.1895 

Harmonic Average 7 

Advanced Harmonic Average 9.75 

In the above table, it is clear that the results obtained in example 5.1 when using advanced harmonic 

average technique is better than other results.  

7. CONCLUSION 

In this paper, we have defined Harmonic Average and Advanced Harmonic Average techniques and 

then compare Advanced Harmonic Average technique with other techniques namely Chandra Sen., 

Mean & Median, Arithmetic Mean & New Arithmetic Average, Geometric Mean & Advanced 

Geometric Average and Harmonic Average techniques. 

The comparisons of these techniques are based on the value of the objective functions.  After solving 

the numerical example, we found that Max.Z which obtained by our technique(Advanced Harmonic 

average technique) is better than other techniques(Chandra Sen., mean & median, arithmetic mean & 

new arithmetic average, geometric mean & new  geometric average and harmonic average 

techniques). 
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