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Abstract: The existence of solution and extremal solutions of equation are obtained. 
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Some comparison theorems are proved and are extended to finite system of difference inequalities.  To 

extend the results, mixed monotone property is used.  
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1. INTRODUCTION 

In recent years, the theory and applications of difference equations are found to be more useful in 

the engineering field. Agarwal [1], Kelley and Peterson [3] had developed the theory of difference 

equations and difference inequalities. Some comparison theorems are obtained by Eloe [2]. 

 In the present paper, the existence of solution of equation 

oo
utu     tutgtu  )());(,()(                                                                                               (1.1) 

is proved via Schauder’s fixed point theorem.  Some comparison theorems are obtained in section 

2 and the existence of extremal solutions of equation (1.1) are obtained in section 3.  The mixed 

monotone property, as defined in [4,5] is used to extend comparison theorems to finite system of 

difference inequalities.  

2. EXISTENCE OF SOLUTION 

Let RtatttJ 
000,00

},,,1{   and E be an open subset of R. Consider the difference 

equation  

00
)());(,()( utu    tutgtu                                                  (2.1) 

where RJu    Jt   Eu  :,;
0

 with Etu )(  and .: REJg   

A function RJ :  is said to be solution of I.V.P. (2.1) if it satisfies 

   .)(;))(,()(
00

ut   ttgt    

The I.V.P. (2.1) is equivalent to the problem 
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By summation convention, 


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1
0

0

0))(,(

t

ts

susg  and so the equation (2.2) satisfies equation (2.1).  

Let B= {real valued functions defined on J.} and define BBT :  by 
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The solutions of equation (2.1) are necessarily fixed points of the operator T.  Since the steps of 

analysis are reversible, it is also true that all fixed points of T are solutions of (2.1). 

Since the initial value problem for difference equations often have multiple solutions, it is useful 

to have a result that yields solutions without the implications that the solutions must be unique.  

The existence theorem of this type to be presented in this section will be based on the following 

version of Schauder’s theorem. 

Theorem 2.1: (Schauder’s fixed point theorem)  Let M be a nonempty, closed, bounded, convex 

subset of a Banach space X and suppose   MMT :  is a compact operator.  Then T has a 

fixed point. 

 Now we prove our basic existence theorem. 

Theorem 2.2: Let ,:
0

RRg   where      withEJutR  ),{(
0

b  uu  ||
0

;  

Mutg |),(|  on R0 and g(t,u) is continuous in u.  Then the I.V.P. (2.1) has a solution on 
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Proof: Let B={real valued functions defined on ],[
00

tt }.  Define a norm    || . || on B by ||x||= 

sup }|:)({|
00

 ttttx for Bx  , then B is a Banach space.  Assume 

}||:||{
00

buuBuB  . So  B0 is closed and convex subset of B. 

 Now define a mapping T on B0 by 
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Clearly T is continuous. For 
0

Bu   we have  
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   .|:)(sup||||
0000

btttutTuuTu    

    Tu  is in B0. Since B0 is bounded and T is continuous, T is also completely 

continuous. Hence conclusion follows from Theorem (2.1). 

3. COMPARISON THEOREMS 

Definition 3.1:  A real valued function )( t  on J is said to be lower solution for (2.1) if  

00
)());(,()( ut  ttgt                                                           (3.1) 

Similarly )( t  is said to be an upper solution for (2.1) if 

00
)());(,()( ut    ttgt    for Jt                                                                      (3.2) 

Theorem 3.1:  Assume 

(H1)     g(t, u) is nondecreasing in  u  for  Jt   and  Eu  . 

(H2)    )( t  and )( t are lower and upper solutions of equation (2.1). 

(H3)    )()(
00

tt                                                        (3.3) 
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Then 

 )()( tt    for Jt  .                                                                             (3.4) 

Proof: If the assertion (3.4) is not true then the set )}()(:{ ttJtZ   is nonempty.  

Let Zt  inf
1
 .  Clearly ,

10
tt   

                     )()(
11

tt               (3.5) 

and                    )1()1(
11
 tt                              (3.6) 

Inequalities (3.5) and (3.6) give 

                   )1()1(
11
 tt   

i.e.                      ))1(,1(())1(,1(
1111
 ttgttg                                    (3.7) 

The inequalities (3.6) and (3.7) contradict to (H1). So Z is empty and assertion (3.4) follows. 

Remark 3.1:  If  )()(
00

tt    and any one of the inequalities, 

               )(,)( ttgt    and  )(,)( ttgt                         (3.8) 

is strict then (3.4) holds for ].,(
00

attt   

Corollary 3.1: Let REJgg :,
21

and ),(),(
21

utgutg    for EJut ),( . Suppose 

),(
1

utg is nondecreasing in u and  ),(
2

utg  is nonincreasing in u  for Jt  .  Let ui(t) be 

solution of equation 2,1));(,()(  i  tutgtu
iii

 existing on J such that )()(
0201

tutu   then  

)()(
21

tutu    for  Jt  . 

Proof: Let ).,(),(),(),()()(
1212

utgutgutgtututu   

 It is obvious that g(t,u) is nondecreasing in u and u(t0) > 0.  

Consider the difference equation  

)()()());(,()(
01020

tututu tutgtu                                                                              (3.9) 

Clearly the zero function; v(t)=0 for all Jt   is a lower solution of (3.9) and ).()(
00

tutv    By 

Theorem 3.1, we get  );()( tutv  Jt  .Hence )()(
21

tutu   for Jt  . 

Theorem 3.2:  Assume (H1), (H2) and  

(H4) )()(
000

tut    

(H5) ))(,()( ttgt   ;                                     (3.10) 

 ))(,()( ttgt                                       (3.11) 

If u(t) is  any solution of (2.1) then  

   )()()( ttut      for Jt  \{t0}                                                                                    (3.12) 

Proof:  Since u(t) is any solution of (2.1) we can write 

00
)()),(,()( utu   tutgtu                                                                         (3.13) 

From (3.13) and remark 3.1, we have )()( ttu  for Jt  \{t0}. Similarly the left part of 

inequality (3.12) follows. 
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Theorem 3.3: Assume (H1), (H2) and )()(
000

tut   . If u(t) is any solution of (2.1) then 

(3.12) holds for Jt  . 

The proof of this Theorem follows from Theorem 3.1. 

4. MAXIMAL AND MINIMAL SOLUTIONS 

The notion of maximal and minimal solutions of equation (2.1) will now be introduced. 

Definition 4.1:  Let r(t) be any solution of equation (2.1) on J.  Then r(t) is said to be maximal 

solution of (2.1) if for every solution u(t) of (2.1) existing on J, the inequality )()( trtu   holds 

for Jt  . 

 A solution )( t  of (2.1) is said to be minimal solution of (2.1) if )()( tut   for Jt  . 

 Now we prove the existence of extremal solutions of equation (2.1) 

Theorem 4.1:  In the hypothesis of Theorem 2.2 assume g(t,u) is non- decreasing in u for all 

Jt  .Then the equation (2.1) has maximal and minimal solutions on  ],[
00

tt  where 

.
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Proof:  We shall prove the existence of maximal solution only, the case of minimal solution is 

similar. 

Let 
2

b
     o  .  Consider the difference equation 


00

)(,),()( utuutgtu                                                              (4.1) 

     Clearly the function 
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 utgutg ),(),(  is continuous with respect to u, for (t,u) in 
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Theorem 2.2 insure that the I.V.P. (4.1) has a solution ),( tu  on ],[
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tt  where 
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 )()(
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)),(,(),(  tutgtu , 

 
21111

)),(,()),(,(),(  tutgtutgtu  

we can apply Theorem 3.1 to get ),(),(
12

 tutu  for 
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The family 
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0],,[:),(
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b
 ttttu    is equicontinuous and uniformly bounded on 

],[
00

tt .  It follows by Ascoli – Arzela theorem that there exists a decreasing sequence 

}{
n

 such that 0
n

 as n  and the uniform limit ),(lim)(
n

n

tutr 


  exists on  
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],[
00

tt . The uniform continuity of g(t,u) with respect u implies that )),(,( 


tutg converges 

to ))(,( trtg .The solution of equation (4.1) for 
n

  is given by 
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Letting 



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1

0

0

))(,()(,
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00

)());(,()( utrtrtgtr  . 

Hence r(t) is a solution of (2.1) on ],[
00

tt .We shall prove that r(t) is desired maximal solution 

of (2.1) on ],[
00

tt . 

 Let u(t) be any solution of equation (2.1) on ],[
00

tt . We observe that  

 ),()(
0000
 tuuutu , 

  ))(,())(,()( tutgtutgtu . 

 )),(,(),( 


tutgtu  )),(,(  tutg +   

Theorem 3.1 implies that ),,()(  tutu  for t in ],[
00

tt  and 
2

b
 . Letting 0 , we get 

u(t)  t r    on ],[
00

tt .  Therefore r(t) is maximal solution of equation (2.1) on ],[
00

tt . 

This completes the proof. 

Theorem 4.2:  Assume that hypothesis of Theorem 4.1 holds. Let RJm :  satisfies. 

i) 
0

))(,( Rtmt   

ii) 
00

)( utm                                        (4.2) 

iii) ))(,()( tmtgtm                                       (4.3) 

for t   ],[
00

tt   where .
2

,min










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bM

b
a   If r(t) is maximal solution of (2.1) on 

],[
00

tt  then )()( trtm   on ],[
00

tt . 

Proof:  Consider the difference equation 

   
00

)(;))(,()( utu    tutgtu                          (4.4) 

where 0 is sufficiently small.  By Theorem 4.1 there is   such that the equation (4.4) has 

maximal solution ,( tr ) on ],[
00

tt  and 

    )(t, lim )( 


rtr                                 (4.5) 

uniformly on ],[
00

tt . By (4.2) we have 

   ),()(
0000
 truutm                    (4.6) 

    )),(,(),( trtgtr )),(,(  trtg                              (4.7) 
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From (4.2), (4.6),(4.7) and Theorem 3.1 we conclude that  

 ),()(  trtm                                                                               (4.8) 

on ],[
00

tt .  The inequality (4.8) together with (4.5) proves the assertion of theorem. 

Remark 4.1:  In the Theorem 4.2 if the inequalities (4.2), (4.3) are reversed then we have 

)()( ttm   on ],[
00

tt   where )( t  is minimal solution of (2.1). 

5. FINITE SYSTEMS OF DIFFERENCE INEQUALITIES 

Many of the results considered so far for scalar difference inequalities will now be extended, in 

this section, to finite systems of difference inequalities.  To avoid repetition, let us agree on the 

following: the subscript i ranges over the integers 1,2, ….. n; let nk 0 , the subscripts p and 

q range over the integers 1,2, …. k and  k+1, k+2, ….n, respectively.  We shall use vectorial   

inequalities with the understanding that the same inequalities hold between their corresponding 

components. 

Let J = {t0, t0 +1, …. t0 + a}; E an open subset of Rn,  Eucliden space of dimension n. Consider the 

system of difference equations with an initial condition, written in the vectorial form 

00
)());(,()( utututgtu                                                   (5.1) 

where 
n

REJgEJuE; u  :;:
0

. 

Definition 5.1:  A function EJ :  is said to be k lower (n – k) upper solution of equation 

(5.1) if 

     ))(,()( ttgt
pp

                         (5.2) 

             
pp

ut
,00

)(   ; 

   ))(,()( ttgt
qq

             (5.3) 

    
qq

ut
,00

)(   

hold for Jt  .  A function )( t  is said to be k upper (n – k) lower solution of (5.1) if 

   ))(,()( ttgt
pp

                         (5.4) 

                               
pp

ut
,00

)(   

   ))(,()( ttgt
qq

                           (5.5) 

qq
ut

,00
)(    

for Jt  . These definitions include the definitions of lower and upper solutions as special cases, 

viz. k = n or k = 0. 

Definition 5.2:  The function g(t,u) is said to possess mixed monotone property if the following 

conditions hold for Jt   

i) gp (t,u) is nondecreasing in uj ; j = 1,2 ….k and nonincreasing in uq. 

ii)  gq (t,u) is nonincreasing in up and nondecreasing in uj for j = k +1, k +2,…..n. 

Evidently, the particular cases k = n and k = 0 in the mixed monotone property correspond to 

monotone nondecreasing and nonincreasing property of the function g(t,u)  respectively. 

Theorem 5.1:  Assume that 

(A1)    g(t,u) possess  mixed monotone property, 
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(A2)      and   are k lower (n – k) upper and k upper ( n – k) lower solutions of equation (5.1) 

respectively, 

(A3)  ).()();()(
0000

tttt
qqpp

                                      (5.6) 

iv) Then 

 )()();()( tttt
qqpp

                          (5.7) 

for Jt  . 

Proof: Define )()()( tttm
ppp

   and )()()( tttm
qqq

  . By (5.6);  

nitm
i

,.......2,1;0)(
0

 . Suppose assertion (5.7) is not true.  Then the set   

}0)(;{
1




tmJtZ
i

n

i

  is nonempty.  Let t1 = min Z.  It is obvious that t1 > t0.  There exists j  

such that 0)(
1

tm
j

 and 0)1(
1

tm
i

 for all i . Therefore 

   )1()1(
11
 tt

pp
                        (5.8) 

and    .)1()1(
11

  tt
qq

                         (5.9) 

So we have 

   .0)1()()1(
111

 tmtmtm
jjj

                   (5.10) 

Now assume ,kji   we observe that 

  )1()1()1(
111
 tttm

jjj
  

             ))1(,1())1(,1(
1111
 ttgttg

jj
 .     (5.11) 

Inequalities (5.8),(5.9),(5.11) and mixed monotone property of g(t, u) imply that  0)1(
1

 tm
j

 

which contradicts to (5.10). 

If it is assumed that njk  1 , arguing as before, we can obtain a contradiction to (5.10) .  

Therefore the set Z is empty and hence the assertion (5.7) follows. 

Remark 5.1: Assume )()();()(
0000

tttt
qqpp

  . If one of the inequalities (5.2) or 

(5.4) and one of the inequalities (5.3) or (5.5) are strict then (5.7) hold for Jt  \{t0}. 

Corollary 5.1:  Assume g(t,u) is monotone nondecreasing in u.Suppose  EJ :,    satisfy  

))(,()( ttgt   ;  ))(,()( ttgt   . If )()(
00

tt    then )()( tt    for Jt  . 

Analogous to Theorem 3.2 and Theorem 3.3 we have the following theorems. 

Theorem 5.2:  Assume (A1), (A2), )()(
000

tut   and inequalities in  

(5.2) – (5.4) are strict.   If u(t) is any solution  of  equation (5.1) then  

   )()()( ttut
ppp

           (5.12) 

and   )()()( ttut
qqq

           (5.13) 

for Jt  \{t0}. 

Theorem 5.3:     Assume   (A1),    (A2),    )()()(
000

ttut
ppp

     and 

)()()(
000

ttut
qqq

  . If u(t) is any solution of (5.1) then the assertions  (5.12) and (5.13) 

hold for Jt  . 

Remark 5.2:  Theorems 5.1, 5.2 and 5.3 are extensions of Theorems 3.1, 3.2 and 3.3 respectively. 
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6. CONCLUSION 

Applications of Difference equations are found more useful in the engineering field. The 

existence fixed point theorems tool is applicable to discuss the existence and uniqueness of the 

solution of difference equations. the comparison results obtain in this work are used to compare 

the maximal and minimal solutions which is obtain using mixed monotone property.  
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