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Abstract: Here it is constructed by the method of structural matching of an asymptotic solution
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1. INTRODUCTION

1950 y. Lagerstrom A.P. [1] for the investigation of the Nav’e-Stokes equation supposed next
equation in the small number of Reinolds

D) 0L ey 4 i 20
dr r dr

=0,n(e) =0n(x) =1,

here 0 < £- small parameter,n-dimension ofspace, I €[&,%) - the independent variable, 77(r) -
unknown function.

Existence and uniqueness of this equation was proved in [2-3]. Expansion asymptotic of the
solution of this equation proved by method of matching (MM) in [4-11], by method of the integral
equation in [12], by method of fictitious parameter in [13], for the different meanings n.It is
important to note that the rule of matching was proposed by Van Dike [14]. Justification of the

MM was made by II’in A.M [15]. Here we will apply method of structural matching [16-20] for
expansion asymptotic of solution of this equation.

2. METHOD OF STRUCTURAL MATCHING

It is conveniently to make the next transform r =¢&X, 7(X)=1—y(X) in this equation, then we
have got

DI 24y Y oy 2Ly -1 ()0

dx dx
For concreteness we will consider case n=2 only. Then
d?y(x) 1 ydy_ dy )= _
Lt () = eV g YO =1, y() =O.

1)
Definitionl. The variable x is named outer variable.

Definition 2. We will call  the solution of this equation (1) that satisfies the condition
y(@@) =0,y'(l) =a, herea=const, outer solution. We will select a=const so that the outer

solution will exist on maximal interval that is J(¢) =[L&”'] .
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3. THE STRUCTURE OF THE OUTER SOLUTION

The outer solution we will seek in the form

Y(X.€)=Yo (X)+ey, (X)+...+&"Y, (X)+....

)

Here 'y, (x) — as long as do not definite functions and one exist on J(g) and will satisfy next

conditions : y,(1)=1, y, (1)=a; y,(1)=0, y, (1)=0 (k=12,..).

Substituting (3) on (2) we will have next equations for define of functions y, (x) :

Lyo(x) =Y I(X)+§ Yo'(X)=1 ¥,(1)=0,y,'(1)=a,

Lyl(x)=—y0'(x)+yO(X)yO'(X), yl(l):yl'(l)zo’
Ly2(x):—yl'(x)+yO'(x)yl'(x)+y1(x)y0'(x),yz(l)zyg(l):o (3.2 .

LY, (X) ==Y,y '(X) + Z Y, (X)y; (%), ¥ (1) =y, (1) =0

i+j=m-1

Solution of (3.0) will have the form

Yo (X)=alnx+1.

By using (4.0), for define yl(x) we have next equation

Ly, (x)=a’x"Inx, y,(1)=0, y,'(1)=0.

From here we have

Y, '(X)=u, (x)=a%Inx—a*+a’x "' ~a?Inx—a?, x >
From here

Y (X)~a*xInx —2ax, x — oo,
For define y,(X) we have the equation
Ly, (x)-a’lnx+a’inx, y,(1)=0, y,'(1)=0.

Solving this equation we have

3 3
' a , a
Yo (X)~—Xln x—?xlnx,x—mo.

2

By integrating this equation we have

3 3
a a 3
¥, (X) ~ =X’In*x+ =X’ In X == x*, X — o0,
? 4 8 8

For define Y (X) we have next equation
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Ly, (x) - a*xInx+a*xin x, x>0} y,(1)=y,'(1)=0.
From here

a' 3 5 7a 3 n?
y3(x)~ﬁx In X=X n%x, X — oo. (4.3)

So on from (3.m) we have

m+1

X) = X"InN"x+a™* A x"In™x, X — o0,
m I m
m-m!
i (4.m)
! _ _ _
y (x):—lxm In"x+a"™y x"n"X, X — oo,
m!

Here and further A, uy, are noted some real numbers.We must prove formula (4.m) by the
method of induction.Let (4.m) is correctly, then we will prove that correct next formula:

m+2

a
y  (x) - ———x""In""x+a""2_x""In"x, x > o,
(m+1)-(m+1)!
m+2

a

(m+1)!

m+1 m+

m 2 m m
x'In"x+a Ty, xIntx, X = oo,

Y. (%)
The equation for define of ym+1(x) have the form

LY (%)= (Vo (%) - DY (%) Y2 (X) Yos (%) o4 Y s () 2" (X) + Y (X) Yo ().
By using (4.0), (4.1),...,(4.m) this equation will have next form

m+2
m+1p,  m+1
Xl

+2 5 -1
n"x+a"™ A x"7In"x, x — .

Lym+1 (X) - 2

m!
By integrating this equation we have got (4.m).
Consequently the outer solution we can reprisent next form

X, &) ~1+alnx+ XInx+-2 (aexInX)2+...+ -+ (aexInx)™+..1. x
y(x,&)~1+alnx+alae 5 (@exinx) —— (asxInx)" +..], x >0, -

1,
We will select indefinite number @ such: d = /= (Ing) ! , then the equation:é‘,uX|nX=1

will have the solution X =& ™ and the series (5) will have next form

V(X&) ~ L+ galnx + [ exing + L (exinx)? + ...+ - (exInx )M +...],Xx—> 0. (5)
2.21 mom!

This series is asymptotic series on the interval [l, 8_1].
From here we can have got next

Theorem1. Outer solution (2) is asymptotical series in the interval | (&) =[1, & '] that is

— n n+1
V(%)= Yo (X)+ 1Yy (X)+..t Yo (X)+ ™R (X, ) (6)
Here R,.;(X, &)is reminder term andfor it we have got the estimate:

IR (x&)|<1. ()
Here | constant that do not depend from & .
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4. INNER AND FULL SOLUTION
Now we will construct the solution of the equation (1) that will satisfy the condition y(c0) =0.

It is make in (1) next transform{ = X& then we have got

u--(t)+(%+1ju'(t):u(t)u-(t) ®

Here u(t,e)=y(x,¢)

x=te* "
Definition 3. The variable t is named inner variable.

Definition 4. We will call the solution of this equation (8) that satisfies the condition y(oo) =0
the inner solution.

Itisevidently if x=1 thent=¢ .

We will rewrite the outer solution (6) in the inner variable t, then:

Y%, ty ~ 14 dnts™ + ppIn(te ™)+ —— (uIn(te )? +...+ —— (uIn(te )" +..].
2.21 m-mi
9)

Series (9)is asymptotical series on the interval ¢ <t <g™.

It is appears that the inner solution will existence not only in the neighborhood of the point t = o,
but also everywhere in | (&)=[g,00). So we will solve the equation (8) with next boundary
value problem:

u(g)=1 u(«)=0 (10)
Teopema 2. The solution of the problem (8) and(10) we can representative in the form
u(t,&)=uy(t, ) +uy (t, g2) ...+ Uy (L, 1) +... . (11)

Here u, (t, x) :O(,uk), u' (t)= O(yk), (k=0,12,..), thatis, {U, (t,,u)} is the
asymptotical sequence .

By inserting (11) in (8) for defining of functions u, (t, 2) we have got next equations

Mu, () = u”y (£) +(2+t*)u; (1) =0, u,()=1 u,()=0 (12.0)
Mu, (t) =uq (E)u’p(t), uy(&)= Uy(0)=0 (12.1)
Mu, (t) =ugu', (t)+uu’y (), U,(&)= U, (0)=0 (12.2)
Mu (t) = (U'; (£))? +Ugu 5 (t) FUU' U (t), Us(&)= Ug(o0)=0 (12.3)

The homogenous equation (12.0) will have two linear independent solutions

U (t)=1,U,(t,e) = alj; seds, a, = o, (¢) = [j:s‘le‘sols]‘1 =0(u). (13)

Trivial boundary value problem U, (8) =U, (OO) = Ofor the equation (13.0) will have only the
trivial solution.

Jlemma 1. The function of Greene for the problem
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Mz(t) =0, z(&)=2z(x)=0

will have next form

G, (t,s,¢) = al_le(t,g)Kl(S,g), e<t<s,
G,(t,s,&) =, 'U,(s,&)K,(t,&), s<t<ow,
K,(t,e) =1-U,(t,¢)

JlemMma 2. 3amaua

Mz(t)=f(t), z(¢)=0, z(x)=0

here f (t) € C[&,%0) will have got the unique solution and one have the form
2(t) = fszes G,(t,s, &) f (s)ds.

The solution of the problem (12.0) has the form

u, (t)=K,(t&).

Now we will make transform in (8)
u(t)=u,(t)+z(t)

then one rewrite in the form

z"(t)+ G +1} z'(t) =[u, (t)+ z(t)[u, '(t) + Z'(t)]
2(¢) =2(x) =0.

(14)

(15)

(16)

(17)

By using of formula (15) we can rewrite the problem (17) in the form of system integral equation

z(t) = Ij s’e’ G, (t,s, &)[u, (s)+z(s)I[y, ' (s) +2'(s)]ds,
Z'(t) = _f: s’e’ G, (t,s, &)[u, (s)+z(s)I[u, '(s) +2'(s)]ds.

We will make in (18) the substitution

z(t) = K (t, £)z,(t), Z'(t) = K (t, &)z, (t)

then

z,(t) = f{Q100 (t,5,8) +Q,, (1,5, £)7,(S) + Q, (1,5, £)7,(5) + Q,,, (L, 5, £)2,(5)Z,(5)} s,
Z,(t) = I:{Qm (t,5,6) +Q, (1,5, 6)7,(5) +Q,, (1,8, £)Z,(5) +Q,,, (1, 5, £)Z,(8) 2, (s)}S.
Here

Qu, (1,8, &) = se°G, (1,3, £)u, (S)u, (S)K, ™ (t, &),

Qo (1,5,€) = 5°G, (L, 3, £)u, (S)u, (S)K, ' (t, &),

Q. (t,s,€) =se°G,(t,s,£)K, (s, £)u, (S)K, (t, &),

Q,,(t,s,8) =se°G,, (t,s,£)K, (s, &)U, (S)K, ' (t, &),

Q. (t,s,8) =se°G,(t, s, £)K, (s, &)K., (5, &) K, (t, &),

Q,,(t,s,&) =5e°G,, (t,s,£)K, (s, £)K, (s, £)K,  (t, &)
It is true next
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Jemma 3
3,9t e) = j: |Qq (t.s,&)lds <O(u), (1 =const; i, j =0,5,k =1,2).

Proof. We will consider only the case J,(t, &) .Other cases will be proved analogously. We will
have

‘]oo(l) (t,e) = J.:O |Q100 (ts, g)ldS < Jt |Qmo (ts, g)ldS * J.: |Q1°° ts, 8)|dS -

t 4 s g - 1 © 2 . 1
:Lal se'U, (5, 00K, (5, 0K, (1, )s e " K (1 e)ds + [, se'U (s, £)K, (5,605 e e K, (1, £)ds <

< _[:Uz(s,s)Kl(s,g)ds +[ 7K (s, ) ds < '[[ K, (s, e)ds + [ K,(s,2) s <
< [Tk 6oy as|u =K, (s,£),dv =ds;du=—a,s e *ds,v = 5| -

<a,[ e s = e O g") ] = O(u).

By using this lemma we easily prove next

Theorem 3 The solution of the equation (19) we can represent in the form

2, (t.&) =0 (t) w+u,D (t) g2+ 4u,D () "+, o
2, (t,6) = U@ (0) 4 U@ ()12 ot U, ()" 4. 0
and this series will converge in the small parameter £/

The proof of this theorem we will prove by the method of majorant. Let

@ =SUpP,.12(t), Z,(t)}. By using of the lemma 3 we will estimate (19) then we have got
next majorant equation

— 2
¢=lul+p+9¢°)
The solution of this equation will expand to the analytical series on power small parameter L/
Q- UP+ P v LD +..
and ‘u(k)j (t)‘ <o, (k, j=1,2.,..) .Theorem3 and Theorem 2 proved.
The case of k >3 will consider analogously and true next

Theorem 4.The solution of the problem(8) and(10) we can representative in the form
u(t,&)=up(t, g )+ (t, &) +...+ Uy (t, 4 ) +... . (21)

Here iy ~elneg™, ,&j~55(j24),8—>0; um('[,,[lk):O(ykm),u‘m(t):O(,ukm),

fi, >0, (m=0,12,..)

that is , Uy, (t, 24 )is the asymptotical sequence . Series (12) will convergent uniformly
in the interval [&,0) .

5. CONCLUSION

Method of structurally matching will help what small parameter power series will expand of the
solution Lagerstrom’s model equation and one solution is not only asymptotical series but and
uniformly convergent for some small parameter.
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