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1. INTRODUCTION 

A cache memory, sometimes called a cache store or RAM cache, is fundamentally a portion of 

memory made of high-speed static RAM (SRAM) instead of the slower and cheaper 

dynamic RAM (DRAM) used for main memory. Memory caching is effective because most programs 

access the same data or instructions over and over. The principal position of the cache memory in the 

computer structure was located in between the main memory and CPU core as shown in figure 1 as 

simple and minimum cache memory configuration. It corresponds to the architecture which could be 

found in early systems which deployed CPU caches. 

 

Figure1. Minimum cache configuration 

The cache memory also developed to multi different levels to enhance the overall processor 

performance. These levels achieved some development to the overall performance. The simple level 

that was developed is depicted in figure 2 to illustrate the three levels of cache memory and introduces 

the nomenclature that will be used in this paper. L1d is define the level 1 data cache, whereas, L1i 

express the level 1 instruction cache, etc. 

Abstract: In recent technology especially in the industrial fields, the computers are exploited as controlling 
and monitoring tool to help in system development. As a result, most of the computer problems in various 

applications are slow speed and poor performance. In this paper, the design strategy was posed to show 

how to assist in improving both speed and performance. There are many factors that affect the performance 

of the computer such as the processor speed, the size of RAM, and the weakness of the cache memory 

strategy for the processor. These factors are the most influential factors on the speed and performance of the 

processor, which are result in performance deterioration. Most cache memories are designed outside the 

processor units which are affecting the data transfer speed to/from the processor, delayed processor data 

access time, and processor access time. The C++ program was employed as simulation tool for 

performance evaluation to clearly show the effect of the cache memory. The simulation results explicit the 

great impact of the added cache memory on both the processor speed and the computer performance when 

the cache was designed inside the processor unit. Also, shows negative results when designing the cache 

outside the processor unit. 
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Figure2. Processor with Level 3 Cache 

1.1. Cache Operation at High Level 

When memory content is needed by the processor, the entire cache line is loaded into the L1d. The 

memory address for each cache line is computed by masking the address value according to the cache 
line size. For a 64 byte cache line this means the low 6 bits are zeroed. The discarded bits are used as 

the offset into the cache line. The remaining bits are in some cases used to locate the line in the cache 

and as the tag. In practice, an address value is split into three parts. For a 32-bit address it might look 
in figure 3 as follows: 

 

Figure3. The address value in 32-bit address 

With a cache line size of 2
O
 the low O bits are used as the offset into the cache line. The next S bits 

select the “cache set”. For now, it is sufficient to understand there are 2
S
 sets of cache lines. This 

leaves the top 32 - S - O = T bits which form the tag. These T bits are the value associated with each 

cache line to distinguish all the aliases {All cache lines with the same S part of the address are known 
by the same alias.} which are cached in the same cache set. The S bits used to address the cache set 

do not have to be stored since they are the same for all cache lines in the same set. For more 

clarification, figure 4 expressed the access time for random data transfer. 

 

Figure4. Access Times for Random Writes 

As a result, the cache which is not easily defeated by unfortunate or deliberate selection of addresses 

with the same set numbers and at the same time the size of the cache is not limited by the number of 

comparators which can be implemented in parallel. If the cache level grows, as in figure 4, only the 
number of columns are increases, not the number of rows. The number of rows only increases if the 

associativity of the cache is increased. Today processors are using associativity levels of up to 16 for 

L2 caches or higher. L1 caches usually get by with 8. 
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The addresses are mapped into the cache by using 

O = log2 cache line size 

S = log2 number of sets 

Figure 5 makes the data more comprehensible. It shows the data for a fixed cache line size of 
32 bytes. Looking at the numbers for a given cache size, it can be noted that associativity can indeed 

help to reduce the number of cache misses significantly. For an 8MB cache going from direct 

mapping to 2-way set associative cache saves almost 44% of the cache misses. The processor can 
keep more of the working set in the cache with a set associative cache compared with a direct mapped 

cache. 

 

Figure5. Cache Size versus Associativity (CL=32) 

2. METHODOLOGY 

The methodologies that achieve the objectives of this paper based on many steps: 

1. Expressing the state transition of multi different process into software program in order to simulate 

the processing by using C language. 

2. Using keypad as input hardware. 

3. Using parallel port interface in order to connect the out port with the personal computer. 

4. Using IC SN74245 as protection between the keypad and the parallel port interface. 

2.1. D-25 Connector 

This component is used to interface the computer to the electronic circuit. The female D-25 connector 

is principally exploited for device control and communication through software program. It consists 

of data, control, and status lines to be used as input/output buses. these lines are connected to relevant 
registers as shown in figure 6 [2]. 

 

Figure6. The female d-25 connecter 
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2.2. Lab Link Cable 

The lab link cable is connected to the computer for processing and display the output. 

2.3. Ic Sn74245 

The 74245 is a high-speed Si-gate CMOS device. It is an octal transceiver featuring non-inverting 3-
state bus compatible outputs in both send and receives directions. It has 20 pin as shown in figure 7.  

 

Figure7. IC SN 74245 

It has an output enable (EN), input for easy cascading and a send/receive (DIR) input for direction 
control. EN controls the outputs so that the buses are effectively isolated. 

2.4. Flow Chart 

 

Figure8. Flow chart 

3. THE SIMULATION RESULT 

The simulation processes were arranged and carried out according to the normal parameters and RAM 

size in order to evaluate the effect of multi different cache levels on both processor speed and overall 
computer performance. Due to limitations of the available RAM the working set size had to be 

restricted to 2
24

 bytes which requires 1GB to place the objects on separate pages. The valued 

simulation results are shown in figure 9.  
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Figure9. TLB Influence for Sequential Read 

For in depth evaluation, a few more details of the prefetch implementation by looking at the data of 

test runs where the list elements are modified. Figure 10 shows three lines.  

 

Figure10. Sequential Read and Write, NPAD=1 

One last aspect of the sequential, efficient cache handling is the size of the cache. This should be 
obvious but it still should be pointed out. Figure 11 shows the timing for the Increment benchmark 

with 128-byte elements (NPAD=15 on 64-bit machines). Below are the measurements shows the 

improvement on processor performance from three different machines. 

 

Figure11. Advantage of Larger L2/L3 Caches 

4. CONCLUSION 

The interesting part of the graph is not necessarily how well the Core2 processor performs relative to 

the other two (although it is impressive). The main point of interest here is the region where the 
working set size is too large for the respective last level cache and the main memory gets heavily 

involved. And has shown that of the processor speed were obtained, the computer performance was 

improved when the cache was designed inside the processor unit, and the negative results when 

designing the cache outside the processor unit. 
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