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Abstract: This paper explains the application of Canonical correlation analysis on unavoidable necessity for
multivariant analysis in educational research. Canonical analysis is the largest correlation that can be found
between linear combination and the goal is to maximize the correlation (not the variance extracted) as in
most other techniques. It is a method for exploring the relation between two multivariant sets of variables
(vectors), all measured on the same individual. The paper highlighted when to use the canonical correlation
analysis, the important assumption for the analysis and the procedure for the analysis. The objectives for the
canonical correlation analysis were extensively and intensively discussed. Finally, sofiware’s to be used for
canonical correlation analysis was outlined and explained.
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1. INTRODUCTION

Canonical correlation analysis is a multivariate analysis of correlation, it’s a method used to ascertain
the relationships between two multivariate sets of variables, and the measure is carried out on same
individual, it is used to describe the relationship between the first set of variables(x) and the second
set of variables ().

Consider, as an example, variables related to exercise and health. On one hand, you have variables
associated with exercise, observations such as the climbing rate on a stair stepper, how fast you can
run a certain distance, the amount of weight lifted on bench press, the number of push-ups per minute,
etc. On the other hand, you have variables that attempt to measure overall health, such as blood
pressure, cholesterol levels, glucose levels, body mass index, etc. Two types of variables are
measured and the relationships between the exercise variables and the health variables are of interest.

The data set is split into two groups X and Y, based on some common characteristics. The purpose of
canonical analysis is then to find the relationship between XandY, i.e. can some form
of X represent Y. It works by finding the linear combination of X variables, i.e. Xy, X etc., and linear
combination of Y variables, i.e. Yy, Y, etc., which are most highly correlated. This combination is
known as the "first canonical variates" which are usually denoted U, andV;, with the pair
of U; and V; being called a "canonical function" or canonical root. The next canonical
functions U, and V, etc are uncorrelated with U; and V;. PennStateEberly College of Science (n.d)

2. PROCEDURE
2.1.Variates and Variables

There is a clear distinction in between the words variables and variates in Canonical correlation.
Variables are original variables being analyzed, while variates are variables that are constructed as
weighted averages of the original variables. Thus a set of Y variates is constructed from the original
Y variables. Likewise, a set of X variates is constructed from the original X variables.

Joshua (2016) defines Canonical Variate as the linear combination created from the set of
independent variate and dependent variate. (The term independent variable and dependent variable are
arbitrary not causation).

2.1.1.Canonical Weight
These are weight used to create the linear combination interpreted like regression coefficient.
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2.1.2.Canonical Loadings

This is the correlation between each variable and its variate, interpreted like Principal Composite
Analysis.

2.1.3.Canonical Cross-Loadings

This is the correlation of each observed independent or dependent variable with opposite canonical
variate.

2.2. Interpreting Canonical Variate
2.2.1. Canonical Weight

e Larger weight contributes more to the function
¢ Negative weights indicate an inverse relationship with other variable.
e Multicollinearity can make estimate unstable.

2.2.2. Canonical Loadings:

e The canonical loading gives direct assessment of each variable contribution to its respective
canonical variate.

e Larger loading is important in deriving the canonical variate.
2.2.3.Canonical Cross-linking:

e Canonical cross-loading measures the correlation of original dependent variable with the
independent canonical variate.

o Direct assessment of the relationship between each dependent variable and the independent
variate.

e rovide a more pure measure of the dependent and independent variable relationship,
3. CONSIDERATIONS OF CANONICAL CORRELATION ANALYSIS

Small sample sizes may have an adverse effect (suggested minimum size should be 10 and above
number of variable.)

3.1. Selection of variable to be included

e It should be on conceptual or theoretical basics,

e Inclusion of irrelevant or deletion of relevant variables may adversely affect the entire
canonical solution,

e All independent variables must be interrelated and all dependent variable’s must be
interrelated,

e Composition of dependent variable and independent variates is critical to producing practical
results.

3.2.Deriving Canonical Functions & Assessing Overall Fit

e Maximum number of variate functions or roots is equal to the number of variables in the
smallest set of the independent variable or dependent variable.

e Variates are extracted in steps. Factor which accounts for max residual variance is selected.
» The first pair of canonical variates has the highest intercorrelation possible.
» Successive pairs of variates are orthogonal and independent of all variates (Joshua, 2016).
3.3. Assumptions for Canonical Correlation
Priya(2018) states some important Assumptions for Canonical Correlation as follows:

e One of the key assumptions that Canonical Correlation Analysis is based on is that the
variables in the population should have Multivariate Normal or Gaussian distribution from
which the sample was taken.

International Journal of Humanities Social Sciences and Education (IJHSSE) Page|117



Canonical Correlation Analysis, A Sin Quanon for Multivariant Analysis in Educational Research

e Canonical Correlation Analysis requires a large sample size same as the multivariate
regression to generate a robust model.

e Canonical correlations analysis cannot be performed if multicollinearity is found among one
or more variable sets. In other words, none of the variables should have correlations equal to 1
among each other.

3.4. Application of Canonical Correlation Analysis

e A credit card company can apply CCA to find out the association between bank account type
(Current, Savings, or Fixed Deposits) with credit cards taken.

e A healthcare research Centre can apply CCA to test the association between predictors of any
disease based on medical history of patients.

e Insurance companies use CCA to test association between type of insurance policies taken
like life insurance, health insurance etc. and characteristics of individuals like income, age,
gender, medical background.

e Marketers use CCA in examining association between customers’ demographic factors and
preferences for different products.(NCSS Statistical Software n.d)

3.5.When to use Canonical Correlation Analysis

e It is use for descriptive techniques which can define structures in both the dependent and
independent variables simultaneously.

e Itis use where series of measures are used for both dependable and independable variable

e Canonical correlation is used where there is need to define structure in each variate, which are
derived to maximize their correlation.(Joshua,2016)

3.6. Canonical Correlation Analysis Checklist
3.6.1. Missing Data/Outlier

You should begin by screening your data for outliers. (An outlier is an observation that lies in an
abnormal distance from other values in a random sample from a population). Pay particular attention
to patterns of missing values. The program ignores rows with missing values. If it appears that most of
the missing values occur in one or two variables, you might want to leave these out of the analysis in
order to obtain more data on the remaining variables. This may flaw the result.

3.6.2.Linearity

Canonical correlation analysis assumes linear relations among the variables. Scatter plots of each pair
of variables should be studied, watching carefully for curvilinear patterns and for outliers. The
occurrence of curvilinear relationship will reduce the effectiveness of the analysis.

3.6.3. Multicollinearity and Singularity

Multicollinearity occurs when one variable is almost a weighted average of the others. Singularity
occurs when this relationship is exact. Since inverse matrices are needed during the analysis, you must
check for this. Try running a principal component analysis on each set of variables, separately. If you
have eigenvalues at or near zero, you have multicollinearity problems. You must omit the offending
variables.

3.6.4. Multivariate Normality

Canonical correlation analysis does not make strong normality assumptions. Assumption of normality
means that you should make sure your data roughly fits a bell curve shape before running certain
statistical tests or regression. It is therefore important to run a normality test. (NCSS,n.d).

4, HOw TO TEST FOR NORMALITY

There are two main ways to test for normality: eyeball a graph, or run a test that’s specifically
designed to test for normality. The data doesn’t have to be perfectly normal. However, data that
definitely does not meet the assumption of normality is going to give you poor results for certain types
of test (i.e. ones that state that the assumption must be met).
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Some of the tests can be cumbersome to use and involve finding test statistics and critical values. One
of the easiest graph is the histogram. The easiest test to run is probably the Jarque-Bera Test
(Stephanie, 2018).

4.1.Using a Graph for a Normality Test
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A Q Q plot showing the 45 degree reference line

A Q Q plot compares two different distributions. If the two sets of data came from the same
distribution, the points will fall on a 45 degree reference line. To use this type of graph for the
assumption of normality, compare your data to data from a distribution with known normality.

4.2.Box plot
Draw a boxplot of your data. If your data comes from a normal distribution, the box will be

symmetrical with the mean and median in the center. If the data meets the assumption of
normality, there should also be few outliers.
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Box plots for normally distributed data (top) and non-normal data (bottom).
4.3.Normal Probability Plot

The normal probability plot was designed specifically to test for the assumption of normality. If your
data comes from a normal distribution, the points on the graph will form a line.
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Normal Probability Plot
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A normal probability plot showing data that’s approximately normal

4.4. Histogram

The popular histogram can give you a good idea about whether your data meets the assumption. If
your data looks like a bell curve: then it’s probably normal.
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Normally distributed data in a classic bell curve.

4.5, Statistical Tests for Normality and Outliers

Stephanie (2018) states the options to test for normality. Most of these are included with statistical
packages like SPSS.

International Journal of Humanities Social Sciences and Education (1JHSSE)

Chi-square normality test. You can use a chi square test for normality. The advantage is that
it’s relatively easy to use, but it isn’t a very strong test. If you have a small sample (under 20),
it may be the only test you can use. For larger samples, you’re much better off choosing
another option.

D’ Agostino-Pearson Test. This uses skewness and kurtosis to see if your data matches normal
data. It requires your sample size to be over 20.

Jarque-Bera Test. This common test is also relatively straightforward. Like the D’ Agostino-
Pearson, the basic idea is that it tests the skew and kurtosis of your data to see if it matches
what you would expect from a normal distribution. The larger the JB statistic, the more the
data deviates from the normal.

Kolmogorov-Smirnov Goodness of Fit Test. This compares your data with a known
distribution (i.e. a normal distribution).
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o Lilliefors Test. The Lilliefors test calculates a test statistic T which you can compare to
a critical value. If the test statistic is bigger than the critical value, it’s a sign that your data
isn’t normal. It also computes a p-value for your distribution, which you compare to
a significance level.

e Shapiro-Wilk. Test This test will tell you if a random sample came from a normal
distribution. The test gives you a W value; small values indicate your sample is not normally
distributed.

5. LIMITATION OF CANONICAL CORRELATION ANALYSIS
e Canonical correlation analysis reflects only the variance shared by the linear composites, not
the variances extracted from variable.
o  Precise statistics have not been developed to interpret canonical analysis.
e Interpretation is difficult because rotation is not possible.
e Canonical weight are subject to a great deal of instability.(Joshua,2016).
6. How CANONICAL CORRELATION ANALYSIS WORKS
Priya (2018) view Canonical Correlation Analysis (CCA),as a measure that deals with correlation
among variables which are in different datasets.
For example, below figure shows two datasets:

&

pressure

Graph showing canonical correlation from two different data sets

Here, Canonical Correlation Analysis helps to estimate the possible association of different variables
(like, age, sex and diet) with variables of other dataset (like heartbeat rate, hemoglobin and blood
pressure). Canonical correlation analysis is based on the correlations between two sets of variables
which we call Y and X

Canonical correlation analysis is based on the correlations between two sets of variables which we
call Y and X.

The correlation matrix of all the variables is divided into four parts:
e Rxx.The correlations among the X variables.
Ryy. The correlations among the Y variables.
Rxy .The correlations between the X and Y variables.
Ryx. The correlations between the Y and X variables.(NCSS,n.d)

Hem:

ol

6.1. Canonical Variates
According to (PSEC, n. d), canonical variates have two sets of variables X and Y

X1
X2
X3

Suppose we have p variablesinset 1, X = _

V1
y2
And suppose we have g variablesinset 2: Y = <y:3>

Yp
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We selected X and Y based on the number of variables that exist in each set so that p< p. This is done
for computational convenience.

We look at linear combinations of the data, similar to principal components analysis. We define a set
of linear combinations named U and V. U corresponds to the linear combinations from the first set of
variables, X, and V corresponds to the second set of variables, Y. Each member of U is paired with a
member of V. For example, U; below is a linear combination of the p X variables and V, is the
corresponding linear combination of the qY variables. Similarly, U, is a linear combination of
the p X variables, and V, is the corresponding linear combination of the g Y variables. And, so on....

U =anXi +apXy; + -+ apX,
Uy = ap Xy + apXy + -+ ayXp
U, = ay1X, + ap2 Xy + - appx,
Vi = byt +bpYy + -+ by Y,
Vo = by1yr + bpYy + -+ by ¥,
V, = b,1Y1 + byoYo + -+ by, Y,
Thus define (U;V;)

As the i*" canonical pair (Uy,V,) is the first canonical variate pair, similarly
(U, V,) would be the second canonical variate pair and so on. With p < q there are p canonical
covariate pairs.

To find the linear combinations that maximizes the correlations between the members of each
canonical variate pair.

We compute the variance of U; variables with the following expression:

p
P
Var(U;) = Z ik Alcov (X X))
=1
=1

The coefficients aj; through a;, that appear in the double sum are the same coefficients that appear in
the definition of U;. The covariance between the kth and Ith X-variables are multiplied by the
corresponding coefficients a; and a; for the variate U;.

Similar calculation can be made for the variance of V; as shown below
14
Var(Vl) = Zk:l Z?:l bjk bjl cov (Yk,yl)

The covariance between U; and Vj is:

p
q
COV(UL‘]G) = Z Ak bjl cov (X, Yp)
-1
k—1

The correlation between U; and V; is calculated using the usual formula. We take the covariance
between the two variables and divide it by the square root of the product of the variances:

cov(U;V})
Jvar(U;)vat (V;)
The canonical correlationis a specific type of correlation. The canonical correlation for the ith
canonical variate pair is simply the correlation between U; and V;:
cov(U;,V;)

Jvar(U)varV;)

This is the quantity to maximize. We want to find linear combinations of the X's and linear
combinations of the Y's that maximize the above correlation.
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6.2. Canonical Variates Defined
Let us look at each of the p canonical variates pair one by one.
6.2.1. First canonical variate pair: (U, V1):

The coefficientsay; aiy,...,a1, and by1byz,...,b14 are  selected to maximize the canonical
correlation p7 of the first canonical variate pair. This is subject to the constraint that variances of the
two canonical variates in that pair are equal to one.

Var(U;)=Var(V;)=1
This is required to obtain unique values for the coefficients.
Second canonical variate pair: (Uy, V»)

Similarly we want to find the coefficients ayi,ay;,...,az, andbyibyy,...,by, that maximize the

canonical correlation p; of the second canonical variate pair, (U, V,). Again, we will maximize this
canonical correlation subject to the constraints that the variances of the individual canonical variates
are both equal to one. Furthermore, we require the additional constraints that (U;, U,), and (Vy, V2)
are uncorrelated. In addition, the combinations (U, V,) and (U,, Vi) must be uncorrelated. In
summary, our constraints are:

varU, = varV, =1
cov(UyUy) = cov(V;V,) =0
cov(Uy V,) = cov(U,Vy) =0
Basically we require that all of the remaining correlations equal zero.
This procedure is repeated for each pair of canonical variates. In general,
6.2.2.ith canonical variate pair: (Ui, Vi)
We want to find the coefficients a;;a;,...,a;, and,....b;1b;y
correlation p; subject to the constraints that
var(U;)=var(V;) =1,
cov(Uy, Uy)=cov(V, V;) =0,
cov(U,, U;)=cov(V, V;) =0,

big that maximize the canonical

cov(U;—1, U;) =cov(V;—1,V;) =0
cov(Uy, V;)=cov(U; V1) =0
cov(U, V;)=cov(U; V1)=0

cov(U;—1,V;)=cov(U;, V;—1)=0
Again, requiring all of the remaining correlations to be equal zero.
(PSEC, n.d)

According to James (n.d), canonical correlation coefficients test for the existence of overall
relationships between two sets of variables, Wilk’s lambda (also called U value) and Bartlett’s V are
used as a Test of Significance of the canonical correlation coefficient.

Typically Wilk’s lambda is used to test the significance of the first canonical correlation coefficient
Bartlett’s V is used to test the significance of all canonical correlation coefficients

6.3. Software use for Canonical Correlation

Software that supports CCA with multiple independent variables is R, SAS, MATLAB, STATA and

SPSS. However, SPSS does not include a separate command for CCA; in that case, it is carried out
using Syntax.(Priya, 2018).

6.3.1.Canonical Correlation Analysis in SPSS

James (n.d) showed the strength of association between the five aptitude tests and the three tests on
math, reading, and writing using SPSS. Unfortunately, SPSS does not have a menu for canonical
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correlation analysis. So we need to run a couple of syntax commands. First, we need to open
syntax window. Click on File/New/Syntax.

§i *Education Example.sav [DataSet1] - PASW Statistics Data Editor

the

File  Ecit “iew Data Transform  Analyze Graphs  Utiities Add-ons  Window  Help

» . e
- B BN EMEBLE LW S
Open Datshase 3 ﬂ ik als Label alues Missing Columns Measure Role
Read Text Data... E{ el Mlath Test Maone Mone a8 = & Scale ™ Input <]
& = sermt Reading Test None MNone 5 & Scale ™ Input
I save S a Writing Test Mane Mone 5 59 Scale S Input
Gave fe a Gender {0, Male}... Mone g &b Mominal “w Input
L n] Aptitude Test 1 Mone Mone a & Scale A Input
Tl Sve A Deta a Aptitude Test 2 Mone Mone 5 & Scale “w Input
B2 Export to Database... o Aptitude Test 3 Mone Mone =1 & Scale ™ Input
8 Mk Flle Reael Only 0 Aptitude Test 4 Mane Mone [} & Scale “ Input
EE| Rename Dataset a Aptitude Test 5 Mone Mone 5 & Scale “ Input
Display Data Flle Informeation » 2 Exam {0, Fail} Mone 10 &5 Mominal “w Input
B cache Data 2 Grade on Math ... {1.00, A}.. None 10 ol Ordinal “w Input
2 Grade on Readi... {1.00, A} Maone 10 ol Ordinal N Input
% Switch Server... 2 Grade on Writin... {1.00, A} Mane 10 ol Ordinal " Input
%, Prirt Preyview 2 Performance on... {0, Mot goo... Mone g ol Ordinal “ Input
S print e 2 Performance on... {0, Mot goo... Mone g8 ol Ordinal S Input
Riecently Uised Deta N 2 Performance on... {0, Mot goo... MNone =1 ol Ordinal “w Input
Feecently Used Files D 2 Age Mone Maone 10 & Scale N Input
et - 2 Final Exam Sc... {1.00, Faill... Mone 12 ol Ordinal " Input
- 2 Mid-terrm Exam 1 {1.00, Low ... Mone 10 ol Ordinal ™ Input
20 Exd Mumeric 8 2 Mid-term Exam 4 {1.00, Low Mone 10 ol Ordinal S Input
21 Exs Mumeric g 2 Mid-term Exam S {1.00, Low ... MNone 10 1l Ordinal “w Input
22 Ex2 Murneric 8 2 Mlid-term Exam 2 {1.00, Low Maone 10 ol Ordinal “ Input
23 Ex3 Mumeric =] 2 Mid-term Exam 3 {1.00, Low ... MNone 10 ol Ordinal “w Input
24 Traatment Murneric 8 2 Teaching Meth {1.00, Front... Mone 11 ol Ordinal N Input
25 Gift Mumeric g 2 Gift chosen by ... {1.00, Super... None 10 &5 Morninal " Input
[E] IF |
Data Wiew || Wariable View
Syrta PASYY Statistics Processor is ready

In the SPSS syntax we need to use the command for MANOVA and the subcommand /discrim
one factorial design. We need to include all independent variables in one single factor separating
two groups by the WITH command. The list of variables in the MANOVA command contains
dependent variables first, followed by the independent variables (Please do not use the command
instead of WITH because that would cause the factors to be separated as in a MANOVA analysis).

ina
the
the
BY

The subcommand /discrim produces a canonical correlation analysis for all covariates. Covariates are
specified after the keyword WITH. ALPHA specifies the significance level required before a
canonical variable is extracted, default is 0.25; it is typically set to 1.0 so that all discriminant

functions are reported. Your syntax should look like this:

File Edit “iew Data Transform  Analyze Graphs  Uilies  Add-ons  Run Tools  Window  Help

SHE B e~ JELFR PO 9
0 uﬁ_ mj “ Active: |DataSet! ™

MANOY A IMANO\M Test_Score Test2_Score Testd_Score WITH Apt1 Apt2 Apt3 Aptd Apts

wil
[
@

|

1
2 | /DISCRIM all alpha1)
3 Ciprin=SIGNIF( en dim)
4

b

To execute the syntax, just highlight the code you just wrote and click on the big green Play button.

2 'syntax2 - PASW Statistics Syntax Editor =

File Edt “iew Data Transform  Anslyze Graphs  Utities  Adcons  Run Tools  Window  Hel

‘ 0 Wj_. W«j “ Active: DataSet! Selection

PAANON A

y

[

CrTE N —
-
| |
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6.3.2. The Output of the Canonical Correlation Analysis

The syntax creates an overwhelmingly large output. The output starts with a sample description and
then shows the general fit of the model reporting Pillai’s, Helling’s, Wilk’s and Roy’s multivariate
criteria. The commonly used test is Wilk’s lambda, but we find that all of these tests are significant
with p<.05.

*****************Analysis af Variance——Design ] ko ok ok ko s

EFFECT .. WITHIM CELLS Fegression
Iultivariate Tests of Significance (5 =3, W= 1/2, N =48 1/2)

Test Marne Value Approx F Hypoth, DF Error DF Sig of F
Pillaiz 1SR 635012 15.00 305.00 .ooo
Hotellings 1.98475 1292200 15.00 293,00 pula}
WAfillcs .32195 026280 15.00 27370 pula}
Foys LB5T7E4

The next section reports the canonical correlation coefficients and the eigenvalues of the canonical
roots. The first canonical correlation coefficients and the eigenvalues of the canonical roots. The first
canonical correlation coefficient is .81108 with an explained variance of the correlation of 96.87%
and an eigenvalue of 1.92265. Thus indicating that our hypothesis is correct — generally the
standardized test scores and the aptitude test scores are positively correlated.

Figenwalues and Canonical Correlations

Foot MNo. Figenwalue Pct. Cum Pet. Canon Cor. Sg. Cor
1 1.92265 96.87114 06.57114 81108 B5784
2 04340 243863 9930977 21486 04617
3 01370 69023 100.00000 11625 01351

So far the output only showed overall model fit. The next part tests the significance of each of the
roots. We find that of the three possible roots only the first root is significant with p < .05. Since our
model contains the three test scores (math, reading, writing) and five aptitude tests, SPSS extracts
three canonical roots or dimensions. The first test of significance tests all three canonical roots of
significance (f = 9.26 p < .05), the second test excludes the first root and tests roots two to three, the
last test tests root three by itself. In our example only the first root is significant p < .05.

Ditnension Feduction Analysis

Foots Willes L. F Hypoth. DF Error DF Sig of F
1 TO 3 L32195 026289 15.00 27370 .ooo
2TO3S 04094 SFE2an .00 200.00 27
3ITOS .DEa49 46121 3.00 101.00 Flo

In the next parts of the output SPSS presents the results separately for each of the two sets of
variables. Within each set, SPSS gives the raw canonical coefficients, standardized coefficients,
correlations between observed variables, the canonical variant, and the percent of variance explained
by the canonical variant. Below are the results for the 3 Test variables.

EFFECT .. WITHIMN CELLZ Fegression (Cont.)
Univariate F-tests with (51010 D F.

“Wariable Sg. Wul B Ad). R-=q. Hypoth, IS Error WS F Sig. of F

Test_=co L237ER 20014 1a07.a0519 254 Q5838 6.30536 .ooo
Test2_Sc 64316 JG2540 233340702 64, 09337 3640777 .ooo
Test3_Sc 37145 34033 103516713 BA. 716355 11.95750 .ooa

The raw canonical coefficients are similar to the coefficients in linear regression; they can be used to
calculate the canonical scores.

International Journal of Humanities Social Sciences and Education (IJHSSE) Page|125



Canonical Correlation Analysis, A Sin Quanon for Multivariant Analysis in Educational Research

Faw canonical coefficients for DEPERDENT wariables
Function o,

Alariable 1 2 3

Test_Sco OoFea3 025232 038179
Testd_ Sc -.0ags9 - 07412 .0oE39
Test3 Sc - 02168 O0836a1 - 11318

Easier to interpret are the standardized coefficients (mean = 0, st.dev. = 1). Only the first root is

relevant since root two and three are not significant. The strongest influence on the first root

S

variable Test_Score (which represents the math score).

Standardized canotdeal coefficients for DEPENDENT watiatiles
Function o

Watiahle 1 2 =

Test_Sco 141358 A502a8 1. 45034
Test2_ Sc - 91034 - . JB0AS 1090
Test3_Sc -. 24502 05865 -1.29763

Correlations betwreen DEPERDERT and canorical wartables
Function Mo,

“ariahle 1 2 3
Test_Sco -. 57454 a0197
TestZ2_Sc - DOBE3G -.DE047F
Test3_Sc - 72991 .Ba990

ariance in dependent vrariables explamed by canomical variables

AR WA Pct “War DEP Cum Pct DEP FPct War COw Curmn Pot SO
1 61 .3531476 61 51476 40.5335568 40.33556
2 27. 5304635 B55.681239 1.26055 41.52611
3 11 35061 100. 00000 15380 41. 7439321

The next section shows the same information (raw canonical coefficients, standardized coefficients,
correlations between observed variables and the canonical variate, and the percent of variance
explained by the canonical variate) for the aptitude test variables.

[1]
[2]
(3]
[4]
[5]

[6]
[7]
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